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Abstract

Maximum mean discrepancy (MMD, also called energy distance or N-distance in statistics) is
probably the most influential divergence measure on kernel-endowed domains with large number
of successful applications. When the underlying kernel is unbounded (examples include polyno-
mial, exponential, string or graph kernels), however even a single outlier can severely affect the
existing MMD estimators. In order to overcome this serious sensitivity problem, I will present
a new class of MMD estimators based on the median of means principle with excessive resis-
tance properties to outliers, optimal sub-Gaussian deviation bounds under mild assumptions, and
illustrations in discrimination of DNA subsequences.
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